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Abstract. As a critical infrastructure, maritime transportation is facing increasing 

cyber security threats. The existing protection methods have obvious deficiencies 

in dealing with the specific human factors in this field, the wide distribution of ships 

and regional differences. To this end, we propose MARITIME, a new human-centric 

and system resilience-oriented cybersecurity framework to enhance the defense and 

resilience of maritime transportation systems under complex cyber-attacks. The 

framework systematically divides the process of cybersecurity preparedness and 

response into two phases, covering four core capabilities of prevention, awareness 

raising, threat detection, and system recovery. It also supports flexible and 

customizable deployment strategies to adapt to diverse operational environments. 

Through the verification of several typical use cases, MARITIME shows good 

effectiveness and adaptability in the real maritime situation, and provides a feasible 

path for improving the security of the shipping system. 
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1. Introduction 

Maritime transport systems (MTS) have undergone rapid digital transformation in recent 

decades, driven by the integration of advanced technologies such as smart ports, smart 

containers, and land-based shipping infrastructure [1][2]. These innovations have greatly 

enhanced operational efficiency, cargo visibility and maritime safety [3]. However, the 

increasing digitalization has also exposed MTS to more and more cyber threats, making cyber 

security a key issue in the modern shipping industry [4]. 

 The maritime domain has historically been less affected by cybersecurity concerns compared 

to other domains such as electrical grids and water treatment facilities [5]. However, the rapid 

digitalization of maritime transportation has made it a target for cyber-attacks, underscoring the 
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importance of MTS cybersecurity [6]. Cyber-attacks on MTS can cause harm beyond economic 

losses and disruptions; they can impact crew and passenger safety, critical infrastructure, and 

the environment [6]. Therefore, ensuring the cybersecurity of MTS is not just important but 

also imperative, highlighting the urgent need for robust and effective security measures. 

While cybersecurity research and practices have been relatively effective in other sectors, such 

as power grids and water treatment systems , their direct application to the maritime domain 

presents unique challenges [7].The Maritime Transport System (MTS) has several unique 

characteristics, such as reliance on human operators and their reliability, complex ship operation 

mechanisms , and the wide distribution of ships at the national and regional levels, making 

existing methods difficult to be directly applied [8].While cybersecurity frameworks such as 

NIST have achieved some degree of standardization in other industries, their effectiveness in 

the maritime domain is unclear as a unified consensus on cybersecurity practices has not yet 

developed [9].Although existing security frameworks recognize the importance of human 

factors, they often lack a truly human-centric design that systematically integrates human 

behavior into cybersecurity mechanisms [9][10][11][12][13]. The ideal framework of this kind 

should have a deep understanding of user needs and conduct extensive user research to ensure 

its usability and practicality. Meanwhile, many existing frameworks lack the adaptability to 

regional differences, forcing users to adopt fixed models, which may not be suitable for their 

localized scenarios [7]. Furthermore, the integration of cyber security and maritime security is 

also of vital importance. Many ship shore-based support system for ships to provide security 

services, once the attack, can affect not only directly affected vessels, could also spread to the 

whole supply chain and global navigation system [14].Due to the high interconnection of these 

systems, any shore-based infrastructure that controls the scheduling of multiple vessels may be 

affected by cyber threats, thereby causing a broader impact on the overall shipping efficiency 

and reliability [15]. Therefore, the safety responsibility for shore-based facilities should not be 

borne by a single vessel alone, but rather a core issue of common concern for the entire supply 

chain and the shipping industry [16]. 

To address these pressing challenges, we propose MARITIME, a novel human-centric and 

resilience-oriented cybersecurity framework specifically tailored for Maritime Transportation 

Systems (MTS) [9][17]. MARITIME pays particular attention to the unique challenges faced in 

the maritime transportation system, especially human factors and regional differences 

[17][18].The framework divides the cybersecurity of MTS into two core phases: a pre-incident 

phase that emphasizes preparedness, prevention, and awareness of cyber threats [19], and a 
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post-incident phase that concentrates on detecting, responding to, and recovering from incidents 

[17][18][19][20].To the best of our knowledge, MARITIME is the first cybersecurity framework 

that systematically integrates "human factors" elements and is oriented towards the maritime 

field, reflecting the innovative contribution of this study [9].Through the design of these two 

stages, MARITIME has achieved security coverage of the entire process and all elements of 

MTS, and established a comprehensive and systematic security guarantee mechanism [19]. 

Furthermore, this framework has good adaptability, can dynamically respond to the constantly 

evolving threat environment, and effectively bridge the gap between cyber security and 

maritime security, thereby providing more robust and efficient protection capabilities in the 

maritime field. 

MARITIME is committed to addressing the limitations of existing cybersecurity approaches in 

the maritime domain by focusing on human factors and regional differences [21].To address 

the challenges brought by human factors, we have introduced a risk assessment tool integrating 

human factors analysis in the pre-event stage, aiming to deepen the understanding of the role 

of humans in risk assessment and enhance the reliability of operators and the quality of 

decision-making [22].To address the issue of regional differences, we have constructed a 

regional threat intelligence framework in the post-event stage. By establishing regional threat 

information sources, we provide threat intelligence with more targeted and localized 

characteristics, thereby enhancing the accuracy and timeliness of threat detection and response 

[23].Furthermore, in both stages, we have introduced the human-AI teaming mechanism to 

enhance the collaboration ability between humans and artificial intelligence (AI) [24]. This 

mechanism aims to combine the empirical judgment of human experts with the data analysis 

and automation capabilities of AI, thereby enhancing the efficiency and accuracy of threat 

identification and handling, and ensuring that potential threats are detected and properly 

handled before they cause harm [25][26].  

Our framework has an exploratory nature in terms of how humans are incorporated and how AI 

is utilized for human-AI teaming. To gain a deeper understanding of the role of humans in the 

process of cyber security, we model humans as two types of roles: "attackers" and "defenders". 

As attackers, they may cause damage to maritime transportation systems (MTS) by implanting 

malicious payloads, triggering ship collisions or leading to stranding accidents, etc. As 

defenders, humans play a crucial role both before and after the event. In the pre-event stage, 

operators are the core force for implementing preventive measures and enhancing the ability of 

situation awareness. Their vigilance and participation directly affect the continuous and safe 
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operation of the system. In the post-event stage, humans, as the first responders, assume 

significant responsibilities in event detection, emergency response, and system recovery, and 

work in collaboration with AI systems to enhance response efficiency. To further explore the 

application potential of AI in human-machine collaboration, we list several technical examples 

that can assist humans at different stages: In the pre-event stage, AI-driven threat intelligence 

models can be used to predict potential cyber-attack trends; In the post-event stage, an AI-based 

event detection system can achieve faster and more accurate anomaly identification, serving as 

an early warning mechanism to alert operators before the actual threat occurs. Furthermore, the 

framework emphasizes the establishment of a cybersecurity trust mechanism between humans 

and machines, aiming to enhance human confidence in the capabilities and reliability of AI, 

thereby achieving an efficient and trustworthy collaboration model. By integrating these 

components, MARITIME enhances the overall cybersecurity posture of MTS and improves 

adaptability to human and regional variations, offering a novel and practical approach for 

building resilient maritime security infrastructures. 

2. Related Work 

This section reviews recent advancements in three key areas relevant to our research: maritime 

cybersecurity, human-centric cybersecurity, and cybersecurity intelligence. By synthesizing 

insights from these domains, we aim to develop a more robust and adaptive cybersecurity 

framework for Maritime Transportation Systems (MTS). 

Maritime Cybersecurity: With the increasing frequency of maritime cyber-attacks, the 

shipping industry is facing more and more cybersecurity challenges [9][27]. Core navigation 

and communication systems, such as Automatic Identification System (AIS), Global 

Navigation Satellite System (GNSS) and Electronic Chart Display and Information System 

(ECDIS), have been shown to have significant vulnerabilities, Can be use the operation of the 

serious consequences [9][27][28].Although existing research has explored system-level defense 

and reinforcement mechanisms [29][30], attention to the interaction between cybersecurity and 

human factors, as well as the systematic application of artificial intelligence (AI) in maritime 

environments, remains limited [9][31]. To address this gap, we have proposed a MARITIME 

framework that integrates human factors and the collaboration of artificial intelligence. This 

study proposes the MARITIME framework from the perspective of the collaborative integration 

of human factors and artificial intelligence technologies. Based on drawing on and expanding 

the existing cybersecurity framework [32], and in combination with the actual operating 
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environment of the maritime transportation system, the human-machine collaboration 

mechanism is adaptively reconstructed and functionally enhanced. It aims to comprehensively 

enhance the security, adaptability and practical value of the system. 

Human-Centric Cybersecurity: In cybersecurity, human beings are not only a source of 

potential threats, but also a key defense force, playing a dual role of attacker and defender [33]. 

As an attacker, it can cause damage to the system by stealing access credentials, deploying 

malware, or physically destroying critical facilities ; As defenders, humans play an irreplaceable 

role in various aspects such as security preparedness, risk prevention, threat detection, incident 

response, and system recovery [21][34].Existing studies have pointed out the core position of 

"human reliability" in cybersecurity and emphasized that through cybersecurity training and 

awareness enhancement programs, it is possible to effectively improve the behavioral stability 

and decision-making quality of operating personnel [35]. On this basis, we further explore how 

to make the existing people-oriented safety framework adapt to the unique operational 

characteristics and safety requirements of the maritime transportation system, and promote the 

construction of a more targeted and practical guarantee mechanism. 

Cybersecurity Intelligence: Cybersecurity intelligence models play a crucial role in threat 

prediction and risk mitigation [26][37]. Such models integrate statistical analyses such as 

logistic regression and deep learning with artificial intelligence (AI) technologies to model and 

evaluate the possibility of cyber-attacks [35][38]. By identifying potential security threats in 

advance, these models support the formulation of active defense strategies, thereby significantly 

enhancing the cybersecurity resilience of the system. This study draws on the existing mature 

intelligence modeling methods and introduces them into the MARITIME framework to enhance 

its capabilities in threat prediction and intelligence analysis, and ensure that the framework 

design is consistent with the best practices in the current field of cyber security [9]. 

Through a comprehensive review of maritime cybersecurity, human-centered security 

approaches, and cybersecurity intelligence models, it is clear that current solutions often lack 

effective integration across these areas. In response to this issue, this paper proposes the 

MARITIME framework and elaborates on its design principles and architecture in detail in the 

following text, aiming to achieve the deep integration and collaborative operation of the above 

key elements in the maritime cyber security scenario and promote the construction of a more 

adaptable and practical security protection system. 
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3. The MARITIME Framework 

As shown in Figure1, MARITIME includes five key components: (a) a human-centric risk 

assessment tool in the pre-incident phase, (b) a human-AI teaming approach for threat 

intelligence in the pre-incident phase, (c) a cybersecurity training and awareness program in 

the pre-incident phase, (d) a regional threat intelligence framework in the post-incident phase, 

and (d) a human-AI teaming approach for incident detection and response in the post-incident 

phase. Collectively, these components form a comprehensive and adaptive cybersecurity 

solution for MTS. 

 

Figure 1. The MARITIME framework. 

3.1. Overview of MARITIME 

MARITIME divides the preparation and response of cybersecurity into two phases: the pre-

incident phase and the post-incident phase. This two-stage design ensures that the cybersecurity 

protection is comprehensive, which can not only carry out active defense before the threat 

occurs, but also make efficient response after the security incident. By structuring the 
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cybersecurity process into the two phases described above, MARITIME covers the security 

needs of all aspects of the Maritime Transport System (MTS) and effectively responds to 

evolving cyber-attack threats, thereby significantly improving the overall resilience and 

robustness of the system. The following will provide a detailed introduction to each component 

in the framework. 

3.2. Human-Centric Risk Assessment Tool 

In the pre-incident stage, incorporating human factors into cybersecurity risk assessment is the 

key to achieving effective risk identification. Maritime Transportation Systems (MTS), unlike 

many other cyber-physical domains, are uniquely dependent on human operators, who not only 

manage system functions but also play a pivotal role in ensuring the safety and operational 

efficiency of vessels. For human error to bring security risk, we put forward a risk assessment 

tool for people-centric, man-made factors clearly integrated into the traditional cybersecurity 

risk model. 

 

Figure 2. Human-Centric Risk Assessment Process in Maritime Cybersecurity (Pre-Incident Phase). 

The tool aims to improve personnel reliability, promote trust, and facilitate ongoing operator 

involvement by embedding human factors at the core of the evaluation process. It achieves its 

objective by focusing on a number of key dimensions at the risk assessment stage. It emphasizes 

open communication and transparency, ensuring that human operators are actively involved in 

identifying and assessing risks associated with human error. This collaborative evaluation 

mechanism not only helps to gain valuable experience and professional insight of front-line 
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operators, but also enhances their sense of responsibility and participation in cybersecurity. At 

the same time, the tool provides systematic guidance and actionable processes to support risk 

assessment and mitigation, thus improving the safety, reliability and decision-making quality 

of operators in practical tasks. On this basis, a set of continuous learning and improvement 

mechanism is also built to encourage operators to constantly optimize their own cybersecurity 

behavior and operational norms in practice. In addition, the design of the tool gives full 

consideration to the actual demand of operating personnel and performance goals, make the 

safety risk is no longer seen as pure administrative burden, but the core component part of the 

overall cybersecurity strategy. Overall, it effectively Bridges the gap between cybersecurity and 

maritime security, focusing not only on technical vulnerabilities, but also incorporating human 

factors into the assessment system, so as to predict and intervene before potential problems turn 

into actual cyber incidents(See Figure2).In the field of with the core appeal of maritime safety, 

the integration of the prospective ability has important practical significance and strategic value. 

3.3. Human-AI Teaming for Threat Intelligence 

In the pre-incident stage, particular emphasis was placed on threat intelligence prediction and 

analysis. To enhance engagement in this process, we propose a human-machine collaboration 

method (See Figure3). Our approach utilizes an AI-driven threat intelligence model to enhance 

operator engagement and reliability. These AI models, which serve as threat intelligence 

predictors, are designed to identify and analyze potential cyber threats in order to act on them 

before they become an immediate threat. Their role is to act as early warning systems, alerting 

operators to potential risks and thus enabling proactive response. However, they are not 

intended to replace human decision-makers, but to serve as auxiliary tools. Essentially, these 

models are like complex filters that identify relevant threats from a large amount of raw threat 

data, providing human operators with a more manageable and context-specific perspective. This 

not only simplifies the threat intelligence process, but also improves overall situational 

awareness by ensuring that operators are always up-to-date and engaged. Through this 

collaborative model, human-machine teams can effectively assess the severity of threats, 

analyze trends, and evaluate countermeasures, helping to make more informed and effective 

cybersecurity decisions. What’s more, this man-machine synergy promotes a culture of 

continuous learning and improvement. In continuous interactions, AI models can point out 

potential overviews and provide additional insights, which will help operators keep up with the 

evolving threat landscape and improve their skills and knowledge over time, leading to a greater 

focus on cybersecurity across the shipping industry. 
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Figure 3. Human-AI Teaming Process for Threat Intelligence Forecasting in Maritime Cybersecurity 

(Pre-Incident Phase). 

3.4. Cybersecurity Training and Awareness Program 

 

Figure 4. Structure of the Cybersecurity Training and Awareness Program in the Pre-Incident Phase of 

Maritime Cybersecurity Preparedness. 

The last preparatory measure in the pre-incident phase is the cybersecurity training and 

awareness enhancement program. The program aims to enhance the reliability of operators in 

the Maritime Transport System (MTS) by increasing their cybersecurity awareness and 
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providing skills support to respond to the critical role humans play in daily ship operations 

and their critical role in cybersecurity preparedness, and ultimately promoting the continuous 

development of the shipping industry towards a direction of cybersecurity awareness. To 

accomplish this, the program focuses on teaching operators the knowledge and capabilities 

needed to identify and respond to cyber threats, including threat identification, safe ship 

management, and incident response planning (See Figure4). This systematic training helps to 

shape a safety culture involving all staff, enabling each crew member not only to understand 

potential cyber risks but also to have the confidence and ability to actively participate in risk 

mitigation. 

The several key strategies adopted in this project are as follows: 

⚫ Customized training content: The training content is tailored to the specific 

responsibilities of the operators to ensure its practicality and relevance. For example, for 

bridge operators, the focus is on navigation-related threats and precautions. 

⚫ Diversified training methods: Utilize multiple training modalities, such as seminars, 

online courses, and simulation training, to accommodate different learning styles. 

⚫ Ongoing learning and adaptation: Cybersecurity is not a one-time achievement but a 

continuous process, and this program is designed to keep human operators updated with 

the latest threats and best practices.   

The success of the project will not only be reflected in the cultivation of an operation team with 

solid knowledge and skills in cyber security, but also in the stimulation of the enthusiasm and 

initiative of practitioners to ensure the cyber security of the shipping industry. By endowing 

operators with correct knowledge and skills, the reliability of personnel has been enhanced, and 

the construction and deepening of the cybersecurity culture throughout the shipping industry 

have been promoted. 

3.5. Regional Threat Intelligence Framework 

In the post-incident phase, we introduce a regional threat intelligence framework.  This 

framework aims to address the differences in cybersecurity prevention levels among different 

regions and solve problems such as the wide distribution of ships and inconsistent cybersecurity 

standards in different shipping areas. 

The framework is built on two core pillars: one is the collection and integration of regional 

threat intelligence sources, and the other is the artificial intelligence-based threat intelligence 

analysis model customized for different shipping regions (See Figure5). 
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Figure 5. Regional Threat Intelligence Framework for Maritime Cybersecurity. 

Collection of Regional Threat Feeds: A regional threat intelligence source is essentially a 

database used to summarize and store local cyber threat information and intelligence in a 

specific shipping area.  For example, in shipping areas that are frequently subject to GPS 

spoofing attacks, intelligence sources will give priority to collecting and analyzing relevant data 

on GPS spoofing technologies and their development trends in this area.  This mechanism not 

only helps to establish a network threat perception system based on regional characteristics, but 

also provides key support for formulating accurate and efficient defense strategies.  Its goal is 

not to comprehensively monitor all potential threats, but to actively identify and respond to the 

unique security challenges faced by each region. In addition, these threat intelligence sources 

not only provide real-time information on attack types, frequency, and exploited vulnerabilities, 

but also serve as a cross-regional intelligence sharing platform, facilitating collaboration 

between different shipping regions and promoting the circulation and sharing of valuable 

intelligence. To be clear, however, this regional-centric perspective is not intended to fragment 

the industry as a whole, but rather to recognize and respect regional differences in the 

cybersecurity environment, infrastructure maturity, and threat landscape. The fundamental 

purpose is to ensure that each shipping area has access to targeted and adaptive defense means, 

so as to ensure its own security while promoting the coordinated and sustainable development 

of the entire industry. 

AI-Powered Threat Intelligence Models: By regionalizing and deploying the AI-based threat 

intelligence model to each shipping region, it can integrate historical data and real-time 
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intelligence to effectively analyze and predict network threats.  Optimizing the model based on 

the security characteristics, vulnerability distribution and attack patterns of different regions 

can ensure that its prediction results not only have high accuracy, but also highly conform to 

the local actual security requirements. For example, a threat model applicable to one coast may 

fail in other regions due to differences in infrastructure, levels of cybersecurity practice, or 

temporal and spatial distribution of threat events. Therefore, the core goal of this pillar is to 

provide both time-sensitive and targeted threat intelligence, promote the defense mechanism 

from passive response to active defense, so as to more effectively respond to the differentiated 

security challenges faced by each shipping region. 

3.6. Human-AI Teaming for Incident Detection and Response 

In the post-incident phase, the MARITIME framework also emphasizes the application of 

human-machine collaboration in incident detection and response. This collaborative approach 

ensures that human operators always maintain decision-making dominance, while artificial 

intelligence technology is used to enhance their judgment and response capabilities. In this 

mode, a human operator acts as the first responder, relying on their own expertise and 

experience to handle the incident. Their roles are not limited to passively responding to 

emergencies, but should also actively participate in strategic decision-making and emergency 

preparedness. The event detection system driven by artificial intelligence plays a key role in 

this process.  These systems are designed to provide real-time intelligence and actionable 

insights to assist decision-makers in responding to threats quickly and efficiently.  They act as 

a highly intelligent early warning mechanism, continuously monitoring network activities and 

automatically identifying and marking suspicious behaviors.  Its functions are not limited to 

basic alert prompts, but also cover in-depth analysis and strategic suggestions. For instance, AI 

can predict potential future attacks based on historical data and current threat patterns, and issue 

early warnings to operators before potential risks emerge, thereby enabling the early 

deployment of defense measures and preventing incidents from causing actual damage (See 

Figure6). 

It is important to note that the AI model used in this framework fully considers ethical and legal 

considerations and that AI can only be used as an auxiliary tool to provide operators with the 

necessary information and insights to support informed decision making, while the final 

decision remains in human control. 
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Figure 6. Human-Machine Collaboration for Incident Detection and Response. 

4. Core Methods 

The system architecture of the framework includes the above five modules, and these modules 

communicate with each other through standardized interfaces. The following is mainly to 

introduce the core key technologies of each module. 

4.1. Human-Centric Risk Assessment Engine 

Human-Centric Risk Assessment Tool mainly rely on human-centric risk assessment engine. 

The core of this engine is a weighted risk aggregation model, which integrates the two 

dimensions of human factors risk and technical risk. Specifically, we define a set of normalized 

human-centric metrics 𝐻 = {ℎ1, ℎ2, … , ℎ𝑚} , each with a value 𝑣ℎ𝑖
∈ [0,1] 

representing the observed risk level (e.g., fatigue, training adequacy, response latency), and 

corresponding weight 𝑤ℎ𝑖
∈ [0,1]. In parallel, a set of technical cybersecurity indicators 𝑇 =

{𝑡1, 𝑡2, . . . , 𝑡𝑛} is defined with similar structure. The overall human risk component is computed 

as 

𝑅𝐻 = ∑ 𝑤ℎ𝑖

𝑚

𝑖=1

⋅ 𝑣ℎ𝑖
 

and the technical component as 
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𝑅𝑇 = ∑ 𝑤𝑡j

n

𝑗=1

⋅ 𝑣𝑡j
 

with 𝑤𝑡j
 representing the contextual importance of technical factors. These are synthesized 

into a final hybrid risk score using a linear fusion model: 

𝑅total = 𝛼 ⋅ 𝑅𝐻 + 𝛽 ⋅ 𝑅𝑇 ，𝑤ℎ𝑒𝑟𝑒 𝛼 + 𝛽 = 1  

allowing the framework to prioritize human or technical risk based on operational context.  

To ensure adaptability, weights 𝑤ℎ𝑖
 and 𝑤𝑡j

 are dynamically calculated using contextual 

relevance functions 𝐶ℎ𝑖
(𝑡) and 𝐶tj

(𝑡) , such that  

𝑤ℎ𝑖
(𝑡) =

𝐶ℎ𝑖
(𝑡)

∑ 𝐶ℎ𝑘

𝑚
𝑘=1 (𝑡)

  ，𝑤𝑡j
(𝑡) =

𝐶tj
(𝑡)

∑ 𝐶t𝑘

𝑚
𝑘=1 (𝑡)

  

enabling the engine to adjust its focus in response to changing conditions (e.g., navigation 

complexity, environmental stress, or personnel workload). The resulting risk score is then 

passed downstream to the mitigation and decision support module, while also feeding into a 

continuous learning loop that updates the model based on operator behavior and feedback. This 

tightly integrated approach ensures that the system is not only sensitive to human-driven risks 

but also capable of proactively identifying and addressing them before they escalate into full-

scale incidents. 

4.2. AI-Powered Threat Intelligence Model 

The threat intelligence model driven by artificial intelligence aims to realize the proactive 

cybersecurity protection with human-machine collaboration as the core by transforming 

massive maritime intelligence data into actionable and context-aware intelligence information. 

This model first acquires the original threat signals 𝑋 = {x1, x2, … , xn}  from ship logs, port 

networks and external network threat intelligence (CTI) sources. Each threat data point xi is 

processed by a threat prediction function based on neural network: 

𝑓𝜃(𝑥𝑖) = (𝑦𝑖, 𝑠𝑖) 

where 𝑦𝑖 represents the predicted threat category (e.g., malware, phishing, denial-of-service), 

and 𝑠𝑖 ∈ [0,1] denotes the model's computed severity score. To ensure that the model output 

is consistent with the actual situation of maritime operations, the system further introduces a 

context calibration function to generate the adjusted severity score: 

𝑠
~

𝑖 = 𝛾 ⋅ 𝑠𝑖 + (1 − 𝛾) ⋅ 𝑔(𝜙, 𝑥𝑖) 
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where 𝜙 encodes environmental and operational factors (e.g., navigation phase, port type) , 

𝑔(𝜙, 𝑥𝑖)  is a heuristic or rule-based relevance function, and  𝛾 ∈ [0,1]  balances model 

confidence against contextual modifiers.The calibrated score  𝑠
~

𝑖  will be presented to the human 

operator through a visual interface, and combined with the detailed AI reasoning process, it will 

provide transparent and understandable explanation basis for each alarm. 

Rather than operating entirely autonomously, the model serves as an auxiliary filtering tool to 

help the operator focus on the most relevant and time-sensitive threats. Feedback from the 

human operator (including disposal decisions, false alarm markers, and response actions) will 

be continuously transmitted back to the system, and the classifier 𝑓𝜃  and context function 𝑔 

will be continuously optimized through the online learning mechanism, thus forming a closed-

loop feedback system. 

4.3. Cybersecurity Training and Awareness Platform 

In order to further train operator cybersecurity consciousness, we specially constructed 

cybersecurity training and awareness platform (See Figure7). The platform is a dynamic 

learning System for multi-user roles, which can effectively improve the reliability of personnel 

in the Maritime Transportation System (MTS) by integrating cybersecurity awareness into daily 

operation processes. Platform based on role  generation  corresponding training module 𝑇𝑖  , 

each associated with a set of learning objectives 𝐿𝑖 = {𝑙1, 𝑙2, … , 𝑙𝑛}  , such as threat 

identification, safe navigation, and response protocols.Each crew member 𝑢 will be assigned a 

personalized training path based on their operational responsibilities and learning preferences, 

and will participate in various teaching methods 𝑀𝑗 ∈

{𝑠𝑒𝑚𝑖𝑛𝑎𝑟𝑠, 𝑜𝑛𝑙𝑖𝑛𝑒 𝑚𝑜𝑑𝑢𝑙𝑒𝑠, 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑒𝑥𝑒𝑟𝑐𝑖𝑠𝑒𝑠, . . . }. 

The individual training performance score 𝑆𝑢 is calculated by the weighted sum of all learning 

objective assessment scores: 

.𝑆𝑢 = ∑ 𝑤𝑖
𝑛
𝑖=1 ⋅ 𝑎𝑢,𝑖 

where 𝑎𝑢,𝑖 is the normalized score of users 𝑢 on learning objective 𝑙i , and 𝑤𝑖 represents the 

contextual importance of that objective. 

To keep the system adaptive and threat relevant, the platform introduces a continuous learning 

mechanism that uses real-time threat intelligence updates 𝛥𝑇(𝑡) to drive content evolution, 

where emerging threats are mapped to their respective learning objectives through a threat-skill 

correlation matrix 𝑅𝑡𝑠 .When a new threat 𝜏𝑘  emerges, the relevant training module 𝑇𝑖   is 

updated as 
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𝑇𝑖
𝑛𝑒𝑤 = 𝑇𝑖

𝑜𝑙𝑑 + 𝜂 ⋅ 𝑅𝑡𝑠(𝑘, : ) 

ensuring training content remains current. Operator readiness is then quantified through a 

cybersecurity readiness index: 

𝐶𝑅𝐼𝑢 = 𝜆1 ⋅ 𝑆𝑢 + 𝜆2 ⋅ 𝐶𝑢 + 𝜆3 ⋅ 𝐴𝑢 

which combines training performance 𝑆𝑢 , engagement metrics  𝐶𝑢  and real-world awareness 

activation 𝐴𝑢 , with the weights 𝜆1 + 𝜆2 + 𝜆3=1. Ultimately, the readiness of all crew members 

will be aggregated and evaluated, and this Index is defined as the Maritime Cybersecurity 

Culture Index (MCCI): 

𝑀𝐶𝐶𝐼 =

∑
𝑢∈𝑈

𝜌𝑢 ⋅ 𝐶𝑅𝐼𝑢

∑
𝑢∈𝑈

𝜌𝑢
 

Where 𝜌𝑢 represents the criticality of the crew member’s role. 

  

Figure 7. Cybersecurity Training and Awareness Platform Interface. 

This end-to-end implementation mechanism not only ensures the precise transmission and high 

participation of cybersecurity knowledge, but also supports the continuous monitoring of 

personnel performance and the continuous optimization of organizational culture, thereby 

establishing a sustainable security awareness system throughout the maritime industry. 

4.4. Regional Threat Intelligence Framework 

Unlike the Threat Intelligence Modell introduced in Section 4.2, which supports pre-incident 

operator-level decisions, the regional threat intelligence framework is designed to provide 

support for post-hoc response and strategic security reinforcement at the regional level. On the 

basis of the original artificial intelligence driven model, the framework introduces localized 
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threat data collection, cross-regional intelligence sharing, and regional customized model 

optimization mechanisms, and constructs a scalable architecture that can effectively deal with 

the heterogeneity problem in the maritime network environment. The implementation of this 

framework defines an aggregated region-specific threat source 𝐹𝑟  ,where each region  𝑟 

compiles real-time and historical cyber incident data—such as GPS spoofing, AIS manipulation, 

or port-side malware propagation—into structured input vectors 𝑋𝑟,𝑖 . 

These are fed into a regional AI threat engine: 

𝑓𝜃(𝑥𝑟,𝑖) = (𝑦𝑟,𝑖, 𝑠𝑟,𝑖) 

which outputs predicted threat types 𝑦𝑟,𝑖 and severity levels 𝑠𝑟,𝑖 , trained on the threat patterns 

and infrastructure context of region 𝑟  .To further improve the regional adaptability of the 

analysis, a context calibration layer is introduced to adjust the severity score: 

𝑠
~

𝑟,𝑖 = 𝛼𝑟 ⋅ 𝑠𝑟,𝑖 + (1 − 𝛼𝑟) ⋅ ℎ(𝜙(𝑥𝑟,𝑖)) 

where 𝛼𝑟 reflects confidence in AI predictions, and ℎ(𝜙(𝑥𝑟,𝑖)  adjusts severity based on region-

specific factors 𝜙𝑟 , such as port density, network maturity, or vessel profile.The calibrated 

output 𝑠
~

𝑟,𝑖  is used to drive targeted regional cybersecurity response measures, assisting 

maritime regulatory authorities in implementing timely and practical security protection 

actions.To facilitate collaborative situational awareness, a Cross-Region Intelligence Sharing 

Layer synchronizes key intelligence summaries ∑
𝑟→𝑟′

 across different maritime zones, allowing 

each regional model 𝑓𝜃  to evolve not only from local data but also from peer regions via 

gradient-informed updates  

𝜃𝑟
(𝑡+1)

= 𝜃𝑟
(𝑡)

+ 𝛥𝑓𝑒𝑒𝑑𝑏𝑎𝑐𝑘(𝐹𝑟 , 𝛴𝑟′→𝑟) 

This entire loop is reinforced through a post-incident feedback mechanism, where real-world 

outcomes feed back into 𝐹𝑟 and model optimization, forming a continuous learning cycle.  

4.5.  Human-AI Teaming for Incident Detection and Response 

The implementation of the Human-AI Teaming mechanism in the MARITIME framework is 

centered on a dual-layered architecture that integrates real-time AI-driven detection with 

human-in-the-loop decision-making to ensure ethical, effective, and timely incident response. 

The system receives the telemetry data stream D(t) from sources such as communication logs, 

system alarms and sensor outputs, and processes it as a feature vector representation: 

𝑋(𝑡) = {𝑥1, 𝑥2, … , 𝑥𝑛} 
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These feature vectors are input into a trained anomaly detection model 𝑓𝜃   to generate the 

corresponding anomaly scores: 

𝐴𝑖 = 𝑓𝜃(𝑥𝑖) ∈ [0,1] 

Subsequently, these scores will be compared with an adaptive threshold to determine whether 

an alarm is triggered: 

𝜏(𝑡) = 𝜇𝑇 + 𝜆𝜎𝑇 

where 𝜇𝑇 and 𝜎𝑇 are the mean and standard deviation of  𝐴 over a sliding window 𝑇 , and 𝜆 is 

a risk sensitivity coefficient. If  𝐴𝑖 > 𝜏(𝑡) , an alert is generated and displayed to the operator 

via an explainable interface (See Figure8). 

 

Figure 8. Human-AI Teaming Incident Detection and Response Platform Interface. 

To support operator understanding and intervention, the system provides each alert with 

contextual metadata (e.g., alert source, affected subsystem, past incident similarity), ensuring 

that the AI’ s outputs are transparent and explainable. The human operator, informed by 

operational knowledge 𝐾human , makes the final response decision 𝐷final , guided by both system 

recommendations and situational judgment. 

𝐷final = arg 𝑚𝑎𝑥
𝑟𝑖∈𝑅

[𝛽1 ⋅ Conf(𝑟𝑖) + 𝛽2 ⋅ Relevance(𝑟𝑖, 𝐾human)] 

All incidents and response outcomes are logged in a feedback repository, which is used to 

periodically update model parameters and thresholding functions, enabling continuous learning 

and improved detection precision over time. Through this architecture, the system enhances 

maritime cybersecurity by ensuring that artificial intelligence strengthens (rather than replaces) 
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human responsibility in incident detection and response. 

5. Evaluation 

The focus of this assessment is to verify the effectiveness and feasibility of the core components 

in this framework by selecting several key tasks. Specifically, we conducted exploratory 

analysis and effect verification on multiple key components through the method of simulated 

safety tests. Throughout the entire assessment process, we did not disclose any genuine security 

vulnerabilities, nor did we carry out any actual attack activities. We only verified the system 

design logic and response mechanism in a controlled environment to ensure the security and 

compliance of the assessment process. 

5.1.  Case Based Risk Assessment 

Overview The first core component we evaluated is the "human-centered risk assessment tool", 

whose goal is to systematically integrate human factors into the cybersecurity risk assessment 

to enhance the reliability of operators. The evaluation process adopts a case-based simulation 

method, utilizes the recorded maritime cybersecurity incidents, and on this basis, expands the 

human error scenarios that may exacerbate the impact of the incidents or weaken cybersecurity. 

To this end, we have constructed a structured analytical framework, relying on a network event 

database specifically for collecting human factor elements. This framework can rigorously 

assess the role of human behavior in cyber risks and provide operational decision support for 

formulating targeted mitigation strategies, thereby enhancing the overall cyber security 

resilience of the maritime transportation system. 

Preparation The first step of this assessment is to build a database covering historical and 

potential cybersecurity incidents, all of which involve the role of human factors. This dataset is 

sourced from multiple channels, including recorded cybersecurity incidents and data from 

expert interviews, the latter of which is used to enrich and validate the database content. The 

collected events are not limited to historical real events, but also include hypothetical and 

potential scenarios, so as to provide a solid basis for the analysis and ensure that the risk 

assessment is both based on reality and covers possible future threat scenarios. After completing 

the data construction, we classified the events based on the role background in which human 

errors occurred, and they were divided into four distinct risk types: risks related to planning and 

general preparation, risks during operations, risks during crisis management, and risks related 

to post-incident activities.  This detailed classification is conducive to a deeper understanding 
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of the specific manifestations and impact paths of human errors in different situations, thus 

improving the comprehensiveness and pertinence of risk assessment. 

Analysis In the next step of work, we will adopt the hierarchical analysis method to assess the 

severity and occurrence frequency of various risks. Starting from the entire database, we 

progressively focused on smaller but more relevant subsets of data corresponding to specific 

risk subcategories. For each relevant data subset, we apply the logistic regression model to 

estimate the occurrence probabilities of various risks based on the identified key variables. 

Table 1. Risk Assessment Results. 

Risk Sub-

Category 
Severity (1–5) Frequency (1–5) Control Strategies 

Infrastructure

-based Risks 
4.5 4.0 

Implement standard security controls, 

user and device authentication, security 

monitoring and logging, security 

information and event management, and 

security awareness training. 

Application-

based Risks 
4.0 3.5 

Apply standard controls, conduct 

vulnerability scanning and management, 

adopt secure software development 

practices, and provide training for 

software users. 

Human-based 

Risks 
5.0 3.0 

Conduct human factors analysis, deliver 

targeted training, promote trustworthy AI 

systems, and engage shipowners and 

crew consistently to enhance 

participation and effectiveness. 

Ship-on-Land 

Infrastructure 

Risks 

4.5 4.0 

Ensure secure infrastructure placement, 

establish physical security layers, 

implement monitoring and training, and 

enforce layered defence. 

Cyber-

Physical 

Systems 

Risks 

4.0 3.5 

Utilize DNP3.0-secure devices, enforce 

standard controls, and provide awareness 

training for users of integrated cyber-

physical components. 

Information-

based Risks 
3.5 3.0 

Apply encryption, enforce access control, 

implement standard data security 

protocols, and offer awareness training 

for data stakeholders.  

Results The outcome of this hierarchical risk assessment is a detailed categorization of cyber 

risks within MTS based on human factors, as shown in Table 1. Each sub-category of risk is 

assigned a severity and frequency score, providing a structured way to prioritize and address 

cyber threats in light of potential human errors. As an example, Risk 3 (Human-based risks) 
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received the highest severity score, indicating a critical vulnerability in current human-centric 

cybersecurity approaches (See Figure9).  

 

Figure 9. Radar chart of cyber risk sub-categories based on severity and frequency. 

The evaluation also specified control strategies for each sub-category, enhancing human 

reliability. These strategies, which include awareness training, human-AI teaming, and robust 

device management, are crucial for mitigating risks and ensuring the safety and efficiency of 

MTS. More importantly, Table 1 shows how the risk assessment framework can be adapted to 

different MTS, demonstrating its customizability and adaptability. For example, risks related to 

ship-on-land infrastructure, such as Risk 4, are particularly prominent, highlighting the need for 

tailored security solutions for these systems. This table serves as a blueprint for future 

evaluations, guiding researchers and practitioners in focusing their efforts on the most critical 

areas of risk. Overall, the risk assessment framework proved effective in identifying risks 

related to human factors and providing tailored security solutions, demonstrating its potential 

to enhance the resilience of MTS.  
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5.2.  Simulation of Human-AI Teaming for Threat Intelligence 

Overview The second component that we evaluate is the human-AI teaming approach for threat 

intelligence in the pre-incident phase. With the help of the threat intelligence model driven by 

artificial intelligence, this method aims to improve the situation awareness ability and response 

initiative of operators, so as to enhance their decision-making reliability.  This assessment 

covers the development and deployment process of these models, with a focus on their 

effectiveness in providing accurate and timely intelligence information. 

Preparation In this assessment, the first step is to build an AI-driven threat intelligence model. 

These models are designed to analyze and predict cyber threats based on historical data and 

real-time intelligence. The model development process begins with data collection, 

systematically organizing various threat scenarios that have occurred and are potentially 

possible in the maritime Traffic System (MTS), and constructing a comprehensive dataset. This 

dataset provides a solid foundation for the training and testing of artificial intelligence models, 

ensuring that the models can identify a wide variety of threat patterns and have good 

generalization capabilities. This is followed by model selection and training. Based on the 

characteristics of the constructed dataset, we select appropriate AI technical solutions, such as 

logistic regression or deep learning models, etc. Subsequently, the selected model is trained, 

and its performance is optimized by parameter tuning to evaluate its prediction accuracy for 

future threats. In addition, the evaluation includes the deployment of these models in a 

controlled experimental environment to simulate various threat scenarios to test their 

performance and responsiveness under real-time operational conditions. 

Analysis This assessment is not limited to analyzing the technical performance of artificial 

intelligence models, but further focuses on the key role played by human participation in it. 

Specifically, we assess the effectiveness of this mechanism in enhancing the reliability of 

operators and their participation in threat intelligence activities. The evaluation focused on how 

the safety awareness training program enhanced the operator's sense of responsibility and 

contributed to continuous learning and competence development. In addition, the practical 

impact of the human-machine collaborative method in threat intelligence prediction and 

analysis was also evaluated. This collaborative approach ensures that the generated intelligence 

is not only timely but also closely aligned with the specific business requirements and scenario 

characteristics of the vessel's operation.  

Results The results of this evaluation are reflected in Figure 10, which demonstrates the 

effectiveness of the human-AI teaming approach in threat intelligence forecasting and analysis. 
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The figure shows a significant improvement in the accuracy of threat intelligence, with a 

marked decrease in false positives and an increase in true positives. This indicates that with the 

support of the human-machine collaboration mechanism, the system can identify the actual 

existing network threats more effectively and significantly reduce the interference caused by 

irrelevant information at the same time. 

 

Figure 10. Performance comparison between AI-only and Human-AI teaming in threat intelligence 

tasks. The Human-AI approach shows increased accuracy, higher true positive rates, and improved 

operational relevance. 

More importantly, the chart also shows the trend of continuous learning and capability 

improvement brought about by human-machine collaboration. Emphasizing the value of human 

participation makes the generated threat intelligence not only technically accurate but also more 

in line with the actual needs of the daily operation of ships, possessing a high degree of 

practicality and operability. 

5.3.  Simulation of Human-AI Teaming for Incident Detection and 

Response 

Overview The third key component that we evaluate is the human-AI teaming approach for 

incident detection and response in the post-incident phase. Under the premise of ensuring that 

the human operator retains the final control, the method uses artificial intelligence technology 

to enhance its situation awareness and response ability. The system adopts a two-layer 

architecture design, which combines automatic anomaly detection with the decision-making 
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mechanism of people in the loop, which improves the efficiency of incident response and 

ensures the ethical compliance and decision-making reliability in the operation process. The 

assessment focuses on the development and deployment of an AI-driven event detection system, 

verifying its ability to provide real-time intelligence and actionable insights. 

Preparation To simulate the application of human-machine collaboration in incident detection 

and response, we constructed a controlled maritime network security experimental environment. 

The evaluated system integrates a pre-trained AI anomaly detection model with an interpretable 

operator interface and simulates post-event response conditions in real scenarios through real-

time telemetry data such as communication logs and sensor outputs. The operators involved in 

the assessment first received a brief training on the system interface and decision-making 

process. During the simulation process, they receive alarm information generated by artificial 

intelligence - this information is accompanied by rich context metadata, and they make response 

decisions in combination with system suggestions and their own judgments. The test scenarios 

cover both normal operating conditions and embedded threat events, thereby comprehensively 

evaluating the detection accuracy, alarm relevance, and the effectiveness of human responses 

of the system under conditions close to actual combat. 

Analysis This evaluation not only examined the performance of the AI system in event 

detection, but also analyzed the actual effect of human-machine collaboration in event response. 

The AI model showed a stable and real-time anomaly detection ability, and the false alarm rate 

was within an acceptable range. At the same time, the interpretable operation interface helps 

the operator to quickly understand the alarm content and make scenario-based judgments and 

decisions. This human-machine cooperation mechanism not only improves the situation 

awareness ability, shorts the response time, but also significantly enhances the operator's 

decision-making confidence and response accuracy. More importantly, the ability to receive 

feedback from our operations and continue to improve it ensures that the way we handle 

incidents is always aligned with the actual business needs, as well as ethical and compliance 

standards. 

Results As shown in Figure 11, by combining the AI-driven anomaly detection mechanism 

with the human decision-making process, the system can identify real events and non-

threatening anomalies more effectively, thus improving the overall reliability of alerts. 

Furthermore, operators benefit significantly from the contextual information provided by the 

interpretable interface, which not only enhances their understanding of the current situation but 

also significantly accelerates the response speed. The system has also established a continuous 



International Journal of Advanced AI Applications 

feedback mechanism, using the judgment input of the operators for the iterative update of the 

model to promote the gradual improvement of detection accuracy and adaptability. These 

results verify that retaining human control in the loop during the incident response process not 

only ensures that decisions comply with ethical and compliance requirements, but also 

significantly enhances the practical adaptability and system resilience of the maritime 

cybersecurity incident response system. 

 

  Figure 11.Human-AI Teaming Performance in Incident Detection and Response. 

6. Conclusion and Future Work 

We introduced MARITIME, a novel and adaptive cybersecurity framework designed 

specifically for the maritime domain. In contrast to other cybersecurity frameworks, such as 

NIST, MARITIME is tailored to the unique characteristics of MTS, particularly addressing 

human factors and the widespread regional distribution of vessels. MARITIME marks a 

significant advancement in addressing the emerging challenges in the cybersecurity of MTS, 

particularly in regions where cybersecurity preparedness is limited and where existing 

approaches are not adaptive enough. It calls for a shift in traditional cybersecurity practices, 

incorporating adaptive and customizable solutions, enhancing human engagement, and 

redefining relationships between human operators and AI technologies. Moving forward, we 

plan to refine these components within MARITIME through further research and development, 
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paving the way for a cybersecurity-aware and secure future for the maritime transportation 

system.  
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