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Abstract. Reasonable distribution of educational resources is an important foundation
for realizing educational equity and improving educational quality. However,
analyzing educational data effectively remains challenging due to its heterogeneous
nature, comprising both numerical metrics (e.g., study time, attendance) and
categorical features (e.g., school type, family income). This paper proposes the Dual-
Path Transformer model, an innovative educational resource analysis framework that
addresses these challenges through two key innovations: (1) A dual-path feature
processing architecture that separately processes numerical and categorical features
through dedicated paths, then intelligently fuses them using an adaptive fusion strategy
to capture their intrinsic relationships; (2) A specialized multi-attention mechanism that
models complex educational patterns from multiple perspectives, enabling the model
to understand intricate relationships such as the coupling between family economic
status and learning resource access. Experiments on public educational datasets
demonstrate that our model achieves superior performance with 90% accuracy and 88%
F1 score, significantly outperforming both traditional machine learning approaches
(Logistic Regression, SVM, Random Forest) and classical deep learning models
(Neural Network). The model's interpretable nature provides educators with actionable
insights into key factors affecting resource allocation, enabling data-driven decisions
for promoting educational equity. These results demonstrate the Dual-Path
Transformer's effectiveness in educational data analysis and its practical value for

optimizing resource allocation strategies.
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1 Introduction

With the deepening global concern about the equity and quality of education, the rational
distribution of educational resources has gradually become an important issue in both academia
and practice. The distribution and utilization of educational resources directly affects students'
learning effectiveness and the overall equity of society [1]. However, the diversity and complexity
of educational data, such as student background, family income, and school quality, make it a great
challenge to analyze and optimize the allocation of educational resources. Therefore, how to
effectively mine and model the potential patterns of educational data, and then provide support for

the scientific allocation of educational resources has become an urgent problem [2].

Educational resource analysis encompasses multiple critical dimensions that directly impact
learning outcomes and institutional effectiveness. Physical infrastructure resources include
classroom capacity optimization, library resource allocation, and laboratory equipment distribution,
which form the foundation of educational delivery. Human capital resources involve strategic
teacher-student ratio management, professional development investment, and instructional quality
enhancement programs that significantly influence student engagement and academic achievement.
Digital learning resources have become increasingly important, encompassing online platform
utilization, educational software licensing, and network infrastructure development to support
modern pedagogical approaches. Additionally, student support services such as tutoring programs,
counseling resources, and financial aid distribution play crucial roles in ensuring equitable access
to quality education. The complexity of these interconnected resource types creates
multidimensional optimization challenges that traditional analytical approaches struggle to address
effectively [3]. For instance, the relationship between teacher quality and student motivation, the

interaction between family economic status and access to learning resources, and the impact of
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digital infrastructure on learning outcomes all represent complex, non-linear relationships that
require sophisticated modeling techniques for effective analysis and visualization. Current
educational data mining approaches have shown promise in understanding these patterns, but often
fail to capture the full complexity of educational ecosystems due to their reliance on conventional
processing methods that cannot adequately handle the heterogeneous nature of educational data,
thus limit the accuracy of educational data analysis and make it difficult to provide sufficient

insights for educational decision makers [4].

To address these issues, this paper proposes an innovative model for analyzing educational
resources, the Dual-Path Transformer model, which aims to build an analytical framework with
both high performance and high interpretability by combining the diversity and complexity
characteristics of educational data. The model in this study adopts a dual-path feature processing
architecture, where numerical features (e.g., study time, sleep duration, historical grades, etc.) and
categorical features (e.g., school type, family income, gender, etc.) are separately streamed, and
intelligent combinations among features are realized through embedding and fusion strategies. In
addition, based on Transformer's multi-attention mechanism, the model is able to model complex
nonlinear relationships in education data from multiple perspectives, thus comprehensively

improving the accuracy and robustness of the analysis [4].

In this paper, a comprehensive experimental validation of the proposed model is carried out on the
task of educational resource allocation, which is compared and analyzed with traditional machine
learning models (Logistic Regression, SVM, Random Forest) as well as classical deep learning
models (Neural Network) [5]. The experimental results show that the Dual-Path Transformer
model achieves significant performance improvements in both accuracy and F1 scores, proving its
effectiveness and advantages in the field of educational resource analysis. More importantly, the
model possesses good interpretability, which can help educators to deeply understand the key
factors affecting the allocation of educational resources, thus providing a scientific basis for

achieving educational equity and optimizing resource allocation [6].
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2 Methodology

Education Resource Analysis Transformer Architecture
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Figure 1. Overall architecture of the model

As shown in Figure 1, this Transformer-based education resource analysis model adopts an
innovative two-way feature processing architecture that fully considers the diversity and
complexity of education data. In the input layer, the model processes numerical features (e.g.,
learning time, attendance, sleep time, historical grades, etc.) and categorical features (e.g., school
type, gender, family income, teacher quality, etc.) separately. Numerical features are mapped to a
32-dimensional space and normalized through a linear projection layer to ensure that features of
different magnitudes can be compared within the same numerical range; category features are
converted to a dense representation of the same dimension through an embedding layer, which not
only captures the semantic relationships between categories, but also reflects the potential
connections between different educational context factors [7]. This triage design of feature
processing takes full account of the characteristics of educational data and lays a solid foundation

for subsequent in-depth analysis.

In the feature fusion stage, the model adopts a unique feature integration strategy to intelligently
combine the representations of numerical and categorical features through the feature fusion layer.

This process can be expressed by the following formula:
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Xrused = Concat(Linear(X,umerical), Embedding (X ategorical)) + PE(pos)

where PE represents positional encoding.

Dual-Path Feature Processing Architecture
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Figure 2. Dual path feature processing architecture

= Parent Support

As shown in Figure 2, the core of the model is a specially optimized Transformer encoder structure
containing two layers of encoder blocks, each equipped with a 4-head self-attention mechanism
and a 128-cell feedforward network. The multi-head attention mechanism operates through parallel
attention heads that capture different types of relationships within the educational data. Specifically,

each attention head computes attention weights using the formula:

. QKT
Attention(Q,K,V) = softmax %4

Jax

where Q, K, and V represent query, key, and value matrices respectively, and d;, is the dimension
of the key vectors. The 128-cell feedforward network consists of two linear transformations with
ReLU activation:

FFN(x) = MAX(0,xW; + b, )W, + b,
which enables the model to learn complex non-linear transformations. During the training process,
the model adopts a dropout rate of 0.1 applied after each sub-layer and employs Layer

Normalization technique using the formula:

LayerNorm(x) = y—M + B

where ¢ and o are the mean and standard deviation of the input, and y and f are learnable parameters

to ensure training stability and generalization ability.
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This sophisticated architecture design allows the model to capture complex patterns in the
allocation of educational resources, such as the relationship between household economic status
and access to learning resources, the interaction between teacher quality and student motivation,
and the impact of extracurricular activity participation on learning outcomes [9]. Through the
mechanism of multiple attention heads, the model can simultaneously understand the interactions
between these features from multiple perspectives and form a comprehensive knowledge of the
educational process. Each attention head focuses on different aspects of the feature relationships,
enabling the model to identify both direct correlations and subtle interdependencies that traditional
methods might overlook. This well-designed architecture not only provides excellent prediction
performance, but more importantly, it provides educators with an interpretable and trustworthy
decision-support tool to help them better understand and optimize educational resource allocation

strategies, which ultimately promotes educational equity and improves educational quality.

3 Experiments

3.1 Data Preprocessing

The experimental data in this study is sourced from the Student Performance Dataset, a publicly
available educational dataset on Kaggle platform. This dataset contains comprehensive educational
records of 480 students, including various types of features such as demographic information,
academic performance indicators, behavioral metrics, and family background factors. The
experiments were conducted using PyTorch framework with standard hyperparameter settings:
batch size of 32, learning rate of 0.001 with Adam optimizer, and 100 training epochs. Five-fold
cross-validation was employed to ensure the reliability and robustness of the experimental results.
In this study, data preprocessing is considered as a key step in order to ensure that the model can
extract high-quality features from educational data. First, numerical features (e.g., study time,
attendance, sleep time, historical grades, etc.) were standardized to eliminate the influence of

different feature scales so that they could be compared within the same numerical range. The
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standardization formula is as follows:

X —p

x'=x—uox' = x'=o0x—u

where pand o denote the mean and standard deviation of the features, respectively. For category-
based features (e.g., school type, gender, household income, etc.), a combination of One-Hot
Encoding and Embedding Encoding is used to capture the semantic relationships between

categories while compressing the complexity of the high-dimensional space.

In addition, in order to reduce the impact of noise and missing values in the data on the model
performance, the dataset was cleaned and filled. For missing values, mean-filling, plurality-filling,
or interpolation methods were used depending on the type of features, respectively. Outliers
detection, on the other hand, is based on the box-and-line plot method (IQR) and Z-score analysis,
where values that significantly deviate from the normal range are labeled as anomalies and are

selected for deletion or replacement processing depending on the circumstances.

Finally, the dataset is randomly partitioned into training, validation and testing sets with a ratio of
7:2:1 to ensure a good generalization ability of the model training process. Meanwhile, to avoid
the problem of uneven data distribution, the target variable category distribution was resampled
and balanced. These data preprocessing steps lay a solid foundation for subsequent model

construction and analysis.

3.2 Assessment indicators

In this study, in order to simplify the evaluation process and highlight the key points, Accuracy and
F1-Score are chosen as the core evaluation indexes to measure the overall performance of the model
in the categorization task and the ability to adapt on the category-unbalanced data. Accuracy:
indicates the proportion of samples correctly predicted by the model to the total samples, which is

used to reflect the overall performance of the model. Its calculation formula is:

TP+TN
TP+TN+ FP+FN

Accuracy =TP +TNTP + TN + FP + FNAccuracy =

Where TP is the number of true cases, TN is the number of true negative cases, FP is the number
of false positive cases, and FN is the number of false negative cases. Accuracy is used as a global
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metric for the task of evaluating a relatively balanced distribution of data. F1-Score: the F1-score
is the reconciled average of Precision and Recall, which is used to balance the performance of the
model in the prediction of positive and negative samples, and is especially suitable for datasets
with unbalanced categories. Its calculation formula is:

Precision X Recall

F1 = 2 X Precision X RecallPrecision + RecallF1 = 2 X —
Precision + Recall

By combining precision and recall, the F1 score is able to reflect the actual effectiveness of the

model more comprehensively.

The above two evaluation metrics complement each other and together provide the core basis for
quantitative analysis of model performance. Among them, the precision rate measures the overall
prediction accuracy, while the F1 score focuses on the robustness and generalization ability of the

model in complex data distribution.

3.3 Comparison Experiments

Comparison of Models in Terms of Accuracy and F1 Score
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Figure 3. Comparison of experimental plots

In order to validate the effectiveness of the Dual-Path Transformer model in the task of analyzing
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educational resources, this study conducted comparative experiments with traditional machine
learning models (Logistic Regression, SVM, Random Forest) as well as classical deep learning
models (Neural Network). The evaluation metrics are Accuracy (Accuracy) and F1-Score (F1-
Score) to comprehensively measure the performance of the models in the classification task. The
experimental results show that the Dual-Path Transformer model achieves the best performance on
both metrics, with an Accuracy of 0.90 and an F1-Score of 0.88, which significantly outperforms
the other compared models. This result indicates that the Dual-Path feature processing and feature
fusion strategy proposed in this study can effectively mine the potential patterns of educational
data and provide a more accurate analysis tool for the scientific allocation of educational resources
[10].

In terms of the performance of traditional machine learning models, Logistic Regression is difficult
to model complex educational data features due to its linear nature, with an accuracy of 0.75 and
an F1 score of 0.70, which is the lowest among all the models. SVM improves its ability to model
nonlinear features, with an accuracy and an F1 score of 0.80 and 0.76, respectively, but its ability
to Random Forest performs relatively better, thanks to its decision tree integration-based approach,
with an accuracy of 0.85 and an F1 score of 0.80 [10]. However, the overall performance of these
traditional methods is still inferior to that of deep learning methods, as they are unable to adequately

capture the diversity of the educational data and the deep interactions between features.

In contrast, deep learning models show stronger performance in the educational resource analysis
task. neural Network outperforms all the traditional methods with its powerful feature extraction
capabilities, achieving an accuracy and F1 score of 0.87 and 0.83, respectively. The Dual-Path
Transformer model proposed in this study outperforms Neural Network in accuracy and F1 score
by 3% and 5%, respectively, through the innovative dual-path feature processing architecture and
multi-head attention mechanism [11]. The dual-path architecture effectively combines the
characteristics of numerical and categorical features to accurately model the relationship between
complex factors such as family economic status, teacher quality, and students' historical

performance, while the multi-head attention mechanism is able to capture the interactions between
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features from multiple perspectives. Taken together, the Dual-Path Transformer model not only
significantly improves the performance of educational resources analysis, but also provides a

scientific basis for educational equity and optimal allocation of resources [12].

4 Conclusion

In this paper, an innovative analysis model based on the Transformer architecture, the Dual-Path
Transformer model, is proposed for the complexity and diversity problems faced in the task of
educational resource allocation. Through the organic combination of Dual-Path feature processing
architecture and multi-attention mechanism, the model can not only fully explore the potential
relationship between numerical and categorical features in educational data, but also effectively
capture the complex interaction patterns between different educational context factors. The
experimental results show that the Dual-Path Transformer model significantly outperforms the
traditional machine learning models (Logistic Regression, SVM, Random Forest) and the classical
deep learning model (Neural Network) in terms of accuracy and F1 scores, reaching 90% and 88%
respectively of the performance level. This result validates the effectiveness and superiority of the
model in the task of educational resource analysis, especially its ability to model complex

educational data shows significant advantages.

Despite the promising results achieved in this study, several limitations warrant consideration. The
current model primarily analyzes structured educational data and has not yet incorporated
unstructured data sources such as classroom recordings and textual materials, which may contain
valuable educational insights. Additionally, the computational efficiency in high-dimensional
scenarios and robustness to noisy data require further optimization for complex real-world
environments. While our experiments validate the model's superiority using public datasets, its
generalizability across different regional contexts and educational systems needs extensive
validation. Future research should address these limitations through key directions: first,
developing multimodal data fusion capabilities to integrate diverse data types for comprehensive

resource analysis; second, incorporating transfer learning techniques to maintain stable
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performance under varying data conditions; third, designing lightweight architectures for
deployment on resource-constrained devices. Critically, future work must integrate real-time data
processing capabilities to enable dynamic educational resource management, while addressing
essential ethical considerations including data privacy protection and algorithmic fairness in
educational decision-making processes. Overall, this research provides innovative tools for
educational data analysis and resource optimization, contributing both theoretical advances and

practical foundations for evidence-based educational policy making.
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